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Summary of new & upcoming 
development in CP2K:

Improving the Predictive Nature of Atomistic Simulation



  

Modeling complex systems

All e
lements wanted!

Electronic properties 

Reactivity 

Weak interactions 

Extreme conditions 

Needs a versatile approach...
including atoms and electrons



  

CP2K: the swiss army knife of 
atomistic simulation

● A wide variety of models Hamiltonians
● Empirical (classical)
● semi-empirical
● local and non-local DFT
● MP2 & RPA
● Combinations (e.g. QM/MM)

● Various sampling/dynamics algorithms
● Molecular dynamics & Monte Carlo

● NVE, NVT, NPT
● Free energy and PES tools
● Ehrenfest MD

● Properties
● Vibrational
● NMR, EPR, XAS, TDDFT

● Open source & rapid development
● 1.000.000 lines of code

Made available as open source software to the community at www.cp2k.org 



  

CP2K: algorithms & implementation

 for 10'000 – 1'000'000 cores ? for 'emerging' architectures ?

Research & co-design: Hardware vendors & scientists look 
together for the best solution (both soft- and hardware) 

How can we program

M. Del Ben, J. Hutter, J. VandeVondele, J. Chem. Theory Comput 8, 4177-4188 (2012)

GPU

CPU

Could save 300 MWh/yr for our group.



  

Examples from 10 years ago 

● GPW in QS:

– Combine the computational approaches (basis sets) from 
chemistry and physics, gas and condensed phases. 

● OT 

– New approach to robustly and efficiently obtain electronic 
structure

J. VandeVondele, M. Krack, F. Mohamed, M. Parrinello, T. Chassaing and J. Hutter, Comp. Phys. Comm. 167, 103 (2005).
J. VandeVondele, J. Hutter, J. Chem. Phys., 118 (10), 4365-4369 (2003)

The two algorithms that enabled CP2K to do new science



  

http://www.cp2k.org/science/
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CP2K user base

Unique visitors of             .cp2k.org:  ~10.000 / month 
Unique visitors of manual.cp2k.org:  ~  2.000 / month

>100 US .edu including:
   Berkeley, harvard, mit, purdue, princeton, rice, stanford, ucdavis, uchicago, ucla, ucsb, yale, …
>30 UK .ac.uk including: 
   Bham, bris, cam, ox, ucl, ic, kcl, qub, warwick
.ch including:
   Ethz, epfl, psi, empa, unibas, unifr, unige, usi, uzh

2015 (manual):

(Jan 2016)



  

Petascale supercomputing

Parallel computers have followed a path of
sustained exponential growth for 20 years

● Serial computers.... do not exist anymore
    Serial programs become irrelevant

● 1 month now = 1 day in 5 years

● Few experimental techniques show 
exponential increases in throughput, 
performance, or resolution

The 68 fastest computers in the world have peak petaflop performance

1 petaflops  = solve 100'000 coupled equations for 100'000 unknowns in 1 sec.
     = 1'000'000'000'000'000 multiplications/additions per sec.

#1 = 34 petaflops (June 2015),    Switzerland: 6 petaflops (rank 6, 1st in europe)



  

Improving the predictive nature 
of atomistic simulations
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Time: 
- Longer simulation
- Sampling (Entropy)
- Parameter scans
- Uncertainty quantification

Energy:
- 'eliminate' technicalities (basis)
- beyond GGA

Model:
- reduce size effects (small unit cells?) 
- include explicit solvents
- nanoparticles vs. slabs



  

Improving the predictive nature 
of atomistic simulations

Time: 
- Long time: TMC
- Short time: EMD 
- Imaginary time: PIMD

Energy:
             MP2 and RPA in the condensed phase

Model:
             Linear scaling DFTEnergy (accuracy)
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MODEL
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Linear scaling DFT: concepts

22nm 22nm

22
nm

4n
m

Largest O(N3) calculation with CP2K 
(~6000 atoms)

Largest O(N) calculation with CP2K
(~1'000'000 atoms)

A different perspective on the 
equations of quantum mechanics,
no more wavefunctions...

The density matrix is the natural quantity that 
allows for exploiting the nearsightedness of 
nature!



  

Millions of atoms 
in the condensed phase

Bulk liquid water.  Dashed lines represent ideal linear scaling. 

Minimal basis sets:
DFT, NDDO, DFTB

Accurate basis sets, DFT
46656 cores

9216 cores

The electronic structure
O(106) atoms in < 2 hours

VandeVondele, Borstnik, Hutter, JCTC, 8(12) 3565 (2012) 



  

DBCSR: a sparse matrix library
Distributed Blocked Compressed Sparse Row
Distributed Blocked Cannon Sparse Recursive

Borstnik et al. : parallel computing (2014)

Optimized for the science case: 1000s of non-zeros per row.
Standalone library available: dbcsr.cp2k.org



  

Performance: strong scaling

13846 atoms and 39560 electrons (cell 53.84 A), 133214 basis functions.
  
At full scale-out on the XC30 one multiplication takes less than 0.5s on average, one SCF step 24s.



  

'Historical' comparison

Original run published in : VandeVondele, Borstnik, Hutter, JCTC, 2012

1) Run on Jaguarpf (XT5, 2011-01-01), 3888 nodes (12 cores) 
2) Run on Daint (XC30, 2013-11-17), 3844 nodes (8 cores + 1 GPU)

21x 45x

Testcase 'H2O-dft-ls-orig' : 20'000 atoms



  

Tracking progress:
https://dashboard.cp2k.org/

Our regular testing now includes 'selected' performance data.
This will document the progress that comes in small steps.



  

Tracking progress:
https://dashboard.cp2k.org/

OMP improvements... 40% speedup or almost there ?



  

Piz Daint acceptance: science case

80'000 atoms DFT, high accuracy settings
Aggregated nanoparticles in explicit solution
Relevant for 3rd generation solar cells

Matrix dims  ~ 772868 x 772868
Threshold ~1E-6 
% non-zero  ~ 4%
SCF steps    ~ 50
# multiplies needed ~ 2000

Dense flops needed =
1846613343679824128000

Actual flops needed =
 849928403736295802

Sparsity boost = 2172x

GPU flop %   = 99.4

Time on 5184 nodes = 6264s

Piz Daint, Cray XC30, CSCS

Where are the trap states?



  

Bridging from linear scaling SCF 
to materials properties

Payam Payamyar, Khaled Kaja, Carlos Ruiz Vargas, Andreas Stemmer, Daniel J. Murray, Carey Johnson, Benjamin T. King, Florian 
Schiffmann, Joost VandeVondele, Alois Renn, Paola Ceroni, Andri Schütz, Lay-Theng Lee, Zhikun Zheng, Junji Sakamoto, A. Dieter Schlüter, 
Accepted in ADVANCED MATERIALS (2014).

2D polymers: synthetically tailored 2D materials beyond graphene

Based on linear scaling MD simulations for 10'000s of atoms, the morphology  
and properties of the proposed 2D polymer sheets has been investigated using 
DFTB



  

MD at scale



  

But OT is hard to beat !

Improved Single Inverse 
Preconditioner

Preconditioner Solver based on 
an inverse update.

Refined preconditioner, most effective during MD of large systems with well conditioned 
basis sets

Schiffmann, VandeVondele, JCP 142 244117 (2015) 
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Reaching long time scales: Tree Monte Carlo 



  

Ih ↔ XI phase transition

Order 
XI

Disorder
Ih

Ih : proton disordered hexagonal phase of ice 
XI : proton ordered  

Experimentally obtaining XI is hard!
Long time scales (>years, doping required)
Has never been made pure

Low temperature 'High' temperature~76K

The same oxygen lattice, 
and both satisfying the ice rules

Can we confirm the experimental XI phase ?
The phase transition temperature ?
The properties of the XI/Ih phases

Assesment of DFT for water in the 
condensed phase

A balance between delicate energetics and 
entropy



  

Ice Ih DFT based Monte Carlo



  

Converged dielectric constant

Convergence > 100000 moves Temperature dependent 

PBE

PBE0

EXP

● PBE significantly overestimates (151 vs 95 @273K)
● PBE0 fair agreement with EXP (116 vs 95 @273K)
● Anisotropy suggests transition to a ferro-electric phase
● Curie-Weiss estimated transition temp. 60K (PBE0) / 79K (PBE) ~76K EXP

Schönherr M, Slater B, Hutter J, VandeVondele J (2014) J. Phys. Chem. B, 118(2), 590-596



  

Direct observation of 
the Ih → XI phase transition

PBE0 PBE

In sufficiently long simulations, the expected ferro-electric XI phase is 
spontaneously formed at low temperatures. PBE0 [70,80]K, PBE [90,100]K, 
Exp 76K

100K

60-80K

90K

80K-100K

70K

50-60K

Schönherr M, Slater B, Hutter J, VandeVondele J (2014) J. Phys. Chem. B, 118(2), 590-596



  

Reaching short time scales:
Ehrenfest Molecular Dynamics 



  

EMD / NAMD : electronic dynamics

Explicitly follow the dynamics of 
ions and electrons.

With ~ O(1) as time step, 
up to at most 1ps.

Can be used to extract e.g. the 
UV/VIS spectra of molecules.



  

Generalized Poisson Solver

Bani-Hashemian MH; Brück S; Luisier M; VandeVondele J; J. Chem. Phys. 144, 044113 (2016)

Solve the Poisson Equation subject to 'arbitrary' Dirichlet 
and Neumann boundary conditions in the presence of (a density dependent) 
dielectric constant, includes consistent ionic forces.



  

Quantum dynamics of switching the voltage (in 750 as) 
across a Carbon nanotube, between Pd contacts

Samuel Andermatt et al : in preparation  

Simulation of miniature devices



  

Towards ab initio device simulations

10000 atoms NEGF calculations on
Si NWFET, a coupling between 
OMEN and CP2K

Brück S. Calderara M Bani-Hashemanian MH, VandeVondele J, Luisier M Proc. Int. W. Comput. Electronics (IWCE). (2014).



  

Reaching imaginary timescales:
Improved Path-Integral Dynamics 



  

NQE on the band gap of liquid water

Del Ben M; Hutter J; VandeVondele J; 2015 JOURNAL OF CHEMICAL PHYSICS 143(5): 054506

Surprisingly large effect of NQE on the band gap of liquid water,
consistent with experiment (H->D), approximate NQE with GLE thermostat 
and ADMM-PBE0-D3



  

Improved PI MD:
Multiple steps in real and imaginary time

Split the Hamiltonian in a cheap and an 
expensive part (e.g. MP2 = GGA + (MP2 – 
GGA))

Perform Multiple Time Step (MTS) and Ring 
Polymer Contraction (RPC) using this split.

1 MP2 calculation (plus many GGA) yields 
(accurate) NQE and 'large' timestep MD.

Available in CP2K via the iPI interface.

Kapil, VandeVondele, Ceriotti JCP 144, 054111 (2016)
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Beyond GGA  
the 4th & 5th rung in DFT

RPA and MP2-like correlation enable 
the next level of accuracy in DFT

data: S. Grimme



  

4th rung (hybrids):
Band gaps, Importance for redox potentials



  

(photo-)electrochemistry beyond GGA DFT:
why ?

Hole localization at theTiO2 / water interface.

While GGA DFT fails to localize the electron hole 
created after photo-excitation (left), hybrids functionals 
are a first step towards a qualitatively correct picture of 
electrons at the water / oxide interface.

Cheng J; Marialore S; VandeVondele J; Sprik M; 2012, CHEMCATCHEM 4(5): 636-640



  

Electronic band structure :
Aqueous electro-chemistry with hybrids

OH*/OH- aqueous redox chemistry
(defect physics in dihydrogen oxide)

'Qualitative correctness' of the band structure of liquid 
water is essential for aqueous electro-chemistry. This is 
provided at rung 4 (hybrids).

Rung 2 Rung 4

Adriaanse C; Cheng J; Sulpizi M; Chau V; VandeVondele J; Sprik M; 2012, JOURNAL OF PHYSICAL CHEMISTRY LETTERS 3(23): 3411–3415



  

Redox potentials: a quantitative and 
relevant testcase for theory

Redox levels/potentials are key (batteries, solar cells, etc.) for various applications. 
Known aqueous potentials provide an excellent benchmark. 
Hybrids improve, but systematic error remains : a strong case for beyond-hybrid functionals

Cheng J; Liu X; VandeVondele J; Sulpizi M; Sprik M (2014) Acc. Chem. Research. 47: 3522



  

5th rung:
Dispersion, and advanced correlation



  

5th rung: (RI)-GPW-MP2/RPA
A Gaussian and plane waves approach to MP2/RPA, directly obtains half-transformed integrals

Del Ben M, Hutter J, VandeVondele J, 2012, JCTC 8(11): 4177–4188 
Del Ben M, Hutter J, VandeVondele J, 2013, JCTC 9(6): 2654-2671



  

RPA at the petascale

RPA calculations involving > 1000 atoms (~cc-pVTZ) have become possible,
Take a few hours on a petascale resource.

Del Ben M et al. Comp. Phys. Comm. (2015).



  

RPA and MP2: 
weak interactions 5th rung of DFT

Del Ben M; Schönherr M; Hutter J, VandeVondele J; 2013, JPC L, 4, 3753-3759
Del Ben M; Hutter J; VandeVondele J; 2012, JCTC, 8, 4177-4188

Sampling liquid water Polymorphs of Molecular Crystals



  

MP2 gradients: 
restricted and unrestricted

Vibrational spectrum of liquid water @ MP2 Color center in LiF : spin density @ UMP2 in 
a relaxed geometry

Del Ben M; Hutter J; VandeVondele J; JCP, 143(10): 102803 (2015)
Del Ben M; Hutter J; VandeVondele J; JCP 143(5): 054506 (2015)
Rybkin V; VandeVondele J: Submitted



  

First non-empirical prediction that 
ice floats on water

Del Ben M; Hutter J; VandeVondele J; JCP 143, 054506 (2015)

Ice: Water:



  

Redox potentials @ RPA / DH

VandeVondele, Cheng to appear in PRL (2016)



  

Polarons in TiO
2
: to be or not to be

Spreafica C and VandeVondele J accepted in PCCP (2014)



  

Beyond the 4th rung : RPA

RPA depends on the starting orbitals used, i.e. GGA or hybrid
RPA reduces the strong dependence on the %HFX



  

Ongoing developments

K-points : the number 1 feature ?
- Basic functionality works for GGA functionals (energy, forces)
- Only with diagonalization based approaches
- Not all properties
- Not using symmetry pruned k-point grids
- Known (but unsolved) abort in parallel
- Not for HFX and higher rungs.
- needs your help... testing, fixing bugs, extending functionality



  

Ongoing developments

G0W0 : 
- Works well for molecules
- Slow convergence with system size for PBC... work in progress

RPA / MP2 :
- Advanced functionals
- O(N^x) (x=1..3)
- Faster 3 center integrals 
- forces ?

Spectroscopy (not ongoing ?)
- CC2 ?
- BSE ?



  

Ongoing developments

DBCSR / LS : 
- Communication reduction based on filtering
- Communication reduction based on 2.5D algorithms.

PAO / LS :
- Small basis sets optimized on-the-fly

Transport / NEGF :
- Coupling to external codes (OMEN)
- Implementation of internal methods



  

Ongoing developments

UK is doing great in CP2K usage and 
development

We welcome contributions of small and big 
developments, synergy is important 
(the pri{c|z|d}e of open source)

Prepare to take the CP2K project to a next 
level.
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